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Motivation
▪ Are learned systems vulnerable to adversarial attacks ?
– An adversary can inject data that makes it perform badly

▪ What are potential failure modes?
– Similar questions, but not adversarial
– What range of datasets does the learned system work well for?



Background
▪ Recursive Model Indexes



Threat Model
▪ An adversary who wants to worsen the performance
– Perhaps better to think of failure scenarios in this scenario

▪ Can add a percent of “poisoning keys”

▪ White-box attacks
– Adversary has access to all the data, or at least enough distributional 

information
– Black-box attacks are harder to do

▪ Metrics
– Ratio loss: MSE of poisoned vs non-poisoned dataset
– Average memory offset: how off we are from the right location



Single Linear Regression
▪ Difference from prior work – when we add a poisoning 

key, it shifts the CDF slightly

▪ Linear regression objective



Normal Linear Regression
▪ Poisoning points can be put anywhere



Single Linear Regression
▪ Poisoning problem definition



Compound Effect
▪ Poisoning problem definition



Compound Effect
▪ Poisoning problem definition



Algorithms
▪ Linear Poisoning Attack for a ”single” point
–Optimal
–Expression for loss etc., can be computed incrementally

▪ Greedy algorithm for multiple points
–One at a time



Results for a Single LR



Attacks on Hierarchical Model



Attacks on Hierarchical Model



Attacks on Hierarchical Model



Attacks on Hierarchical Model



Some Discussion Points
▪ What’s the main take-away from this paper?

▪ Major concerns with the paper?

▪ Possible improvements?


